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SCHEME OF MCA COURSE

MCA FIRST SEMESTER :

(Virtual Cr6dit)

MCA SECOND SEMESTER :

(Virtual Cr6dit)

Paper
Code

Comp/
optional

Paper name Credit Jheory Sessional Pract ical Total
MAX

60

Minn Max

40

Min

l4
ITIAX MinIOIMCA C Irtrodr:ction to Irfo.rr.otio,r

Technolosy
J I00

IO2MCA C rvlalhemattcal loundations of
Computer Science

3 60

60

60

2t

Z1

,

21

40 14 r00

I03MCA C Prograrrming and problem
Solving in 'C'

3 40

40

40

t4 100

I04MCA C Cornputer Organization and
Assembly LangLrage
Programming

, 14

I4

r00

I05MCA C Oral and W.itt*
Communication

J 60 r00
]O6MCA C t'rogramm tg Laboratory in 40

r00

t4

B
60 21 I00

i00
IOTMCA AE &SD Serninar I
IO8MCA SE &SD Assr gnrnent( Language/yoga./

Social work/Environ rnent
science/ Plivsical edr rcariorr\

I t00 35 r00

IO9MCA C Lomprehensive Viva -voce 4 r00 3,5 100

r otal Credit : #20+4

Paper
Code

Comp/
optional

Paper name Credit f!"o.y Sessional Practical Total
MAX Min Max Min l11ax Min

201MCA C uperatlng Systems 60 2) 40 14 I00202MCA C L.raraDase Management
Svstems

J 60 21 40 14 I00
203MCA C L.rara Jlructures Using .C'

language
J 60 2l 40

4o

14

t4

i00
2O4MCA C Probability

Combinatorics
and J 60 2t r00

100

2O5MCA C )ortware bngtneering J 60 2t 40 14

60 2t
206MCA C Hrogrammlng Laboratorv in

RDBMS (SOL & PI,SOI i
t 40 t4 100

I

)o1MC L AE&SD Seminar

^-==
l t00 352O8MCA AE&SD d5)rBr r rsIlr( Language/ Y oga,/

Social worUEnvironment
science/ Phvsical edrrcetinn r

l 100 35 I00

209MCA C LOlltprehenstve v iva _voce 4
100 35 r00

Total Credit : #2014 C

fiq)
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MCA THIRD SEMESTER:

Total Credit : #20+4 (Virtual Cr6dit)

MCA FOURTH SEMESTER;

Total Credit : #20+4 (Virtual Cr6dit)

Paper
Code

Comp/
optional

Paper name Credit Theory Sessional Practical Total
MAX Min Max Min max Min

3O I MCA C Computer Networks 60 2) 40 l4 100

3O2MCA C Object Oriented
Programming using C++

3 60 2l 40 t4 100

J03MCA
o El: Unix & shell scripting 3 60 21 40 t4 r00
o E2: ERP & BPR Allied

Concepts
3 04MCA C Computer based Numerical

and Statistical Techniques
3 60 2t 40 t4 100

3O5MCA C Organisational Behaviour J 60 21 40 t4 t00
3O6MCA C Project in C++ J 40 14 60 2t 100
3O7MCA AE&SD Seminar I t00 35 r00
3O8MCA AE&SD Assi gnment( Lan g luage lY o gal

Social work/Environment
science/ Physical education)

I I00 35 r00

3()9MCA C' Comprehensive Viva -voce 4 r00 35 100

Paper
Code

Comp/
optional

Paper name Credit Theory Sessional Practical Total
MAX Min Max Min lnax Min

40 IMCA C Analysis and Design of
Algorithms

3 60 2t 40 t4 100

402MCA
C E3: Theory of computation ) 60 2t 40 14 100

o E4: Distributed System
4O3MCA o Java Programming ) 60 2) 40 14 100
404MCA C Optimization Techniques 3 60 2t 40 t4 100
405MCA C Accounting & Management

Control
3 60 2t 40 14 t00

4O6MCA C Project in Java ) 40 t4 60 21 t00
407MCA AE&SD Seminar l 100 35 t00
4O8MCA AE&SD Ass i gnment(Lan guage/Yoga,/

Social work/Environment
science./ Physical education)

l 100 35 100

409MCA C Comprehensive Viva -voce 4 t00 35 100
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MCA FIFTH SEMESTER:

rotal credit: #20+4 (virtual cr6dio

MCA SIXTH SEMESTER :

(Virtual Cr6dit)

PROGRAMME SPECIFIC OUTCOME
Aim of MCA programme is to impaft comprehensive knowledge and practical skills covering all aspectsofcompurer uses in business. injusrries rna.a.u;....""rr.3,r0"r,. wiI get expertise ro perforrn as

:iiii[lffrt*'n designer, inpiementers, d.""l;p.;-;;J ;unug.r, in fo-rernost ar"as of comprte,

Paper
Code

Comp/
optional

Paper name Cred it flggtv Sess ional Practical Total
MAX

60

Min

u

Max

40

Min

A

l'uax Min

50 I MCA C Artificial Intelligen-E-nd
Experl Systems

3 i00
502MCA C Lorlrputer Uraphics and

Multirnedia
3 60 2l 40 l4 100

503MCA C srmulatlon and Modeling 3 60 2t 40 t4 i00504MCA C Dataware housing and data
mlnlng

J 60 21 40 14 i00

5O5MCA
o trl: Lloud uomputing J 60 2t 40

40

t4

)4 60 2t

100

r00

o E6: rNet Technology

o E7: Internet of things

5O6MCA C Proiect in Net Tcch.^l J
5O7MCA AE&SD :--:'--

Setn Inar l

I

r00 35 1005O8MCA AE&SD Assignrnent( LaDguage/yog7
Social worVEnvironnrent
science/ Phvsical edrrcation)

100 35 I00

5O9MCA C Lornpreltensive Viva -voce 4 100 35 100

Total Credit : #20+4

Paper
Code

Comp/
optional

Paper name Credit Theory Sess ional Practical Total
MAX Min Max

40

40

Min max Min
60IMCA C System Developmert p,oi"ct

Report
9 l4 60 21 r00

602MCA C Systern Developrnent project
work Demonstration
S"r1iil.-.....--.... 

-....--.--
L-r - -- 

-;-- -

9 l4 60 2t 100

I00
603MCA AE&SD

I r00 356O4MCA AE&SD 1-1.ss r Bn r ncnr( Language/ y o gal
Social work/Environment
science/ Phvsical edrcafinn\

100 35 100

6O5MCA C uomprenenstve Vtva _voce 4 r00 35 r00

Iotal Credit | # Z0 +t
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couRSE ouTCoME: on completion of the course, students u,ill be able to demonsrrate a basic
understanding ofthe field of IT, define the term ''lnformation Technology" and recognize the disciplines
that have contributed to the emergence of IT, namery computer Science, Information systems, and
Co,iputer Engineering; Students will get general idea of Linker, asserrbler and compiler

UNITI-Basic concepts of IT, concepts of Data& Info, data processing, history ofcomputers (generation,
type of languages), organization of computers, I/o devices, itor.age de--vices, system soitware,'fpprication
software, utility packages, numerical baied on storage der,ices. -oncept of co,rmunication un6'nat*orr.
technology, Applicar ions ol.lT

{JNIT 2-Assembler : Elements of assembly
structure of assembleq design of two pass
Processors : Macro definition & Call. Macro
design of macro processors

UNIT 3-Compilers & Interpreters : aspects of compilation, memory allocation, cornpilation ofexpressioncompilation of control structures, code optirnization, interpreters. Software Tools : Software tools forprogram development, editors, debug monitors, programming environment, user interfacesJ. 
--- '

UNIT 4-Linker & Loaders : Rerocation & rinking concepts, design of rinkers, serf relocating programs, aIinker for MS Dos, linking for 
.overray_s, 

road-ers , A t*o pi* roader scheme, n.io"u'tiirg 'roua"rr,
subroutine linkage, Direct linkage loader, Binders overlays.

UNIT S-Sequential file organisation, random file organisation, index structure, indexed file organisation,altenrate key indexed sequentiar files, nrurti key orga-nisation, murti key u.""rr,'*riti li.t ii" 
".Eriri*,i*,inverted files & their definition , insertion, deietlon, operations with optimum utirization nF."*ory,comparison ofvarious type of file organization

References:

language programming, a simple assembly scheme, pass
assemblers, a single pass assemblers. Macros & Macro
expansion Nested macro calls, advanced macro facilities,

l.
a

3.

4.

D.M. Dhamdhere " System programming & O.S.,'second Ed.
J.Donovan"System Programm ing"THM.
Rajaraman v. "Fundamentar of Computers" (4nd edition.) prentice Har of India, New Delhi2004
SardesD.H."Computer'stoday,,McGrawHill I 9gg.
S.Jaiswal,"FundamentalofComputer&lT,',Wi leydreamtech India.

2t!/ Y<
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CoURSE OUTCOME: Aftet sLrccesslitl completion o1- this course. stLrtlent rvill be able b Lrnderstand
discrctc. nratlrematical prcliminarics. applv discrctc mathernatics in lbrmal rcprescntat;on 6l various
conrpLrting constructs. recognize the importance of analylical problon solving appr.oach in engrnccring
proLrlems

UNIT l-Sets Relations and Funclions :Sets. Subsets. Power-Sets. Cornplemenl. Union and intersecriorr.
Demorgan's law Cardinality, relations: Cartesian Products, relations relationai Mut.i""r, properties of
relations, equivalence*relation 

.Functions: Injection, Surjection, Bijection Cornpositio,i'Jt iunctions,
Permutations. Cardinality, the characteristic functions Reiursive defrnitions, finite induction. Lattices &
Boolean Algebra:

UNIT 2-Axiomatic definition ofBoolean algebra as algebraic structures with two operations. proposition
& Prepositional functions, Logical connections Truth vilues and Truth Table the algebra of prepositional
functions-the algebra of truth varues-Apprications (switching circuits, Basic con1prt"". co,,pJr.i.,t..y.

Groups and Fields:

uNrr 3' Groups: Group axioms-permutation groups; Subgroups, co-sets, Normal Subgroups, Free semi
groups; Modular arithmetic gramrnars, language.

UNIT 4-Fields : Definition; structure; minirnar porynomiars; irreducibre porynomiars; primitive
Elements., polynomial roots; Applications (E,or Conecting Codes Sequence geneiation).

u\!!--,!-Graphs: Finite graphs; 
. 
incidence and. degree, isornorphism, sub graphs and union ofgraphs;

Connectedness ; walks paths and circuits Eulerian graphs. Trees properties 
-of 

irees; pendant vertices in a
tree,. center of tree Spanning trees and cut vertices; Binary tree Matrix repreientation of a graph,
Incidence, Adjacency matrices and their properties. Apprications ofgraphs in co,nprt". i.i"rc".
REFtrRENCES:

I."Discrete Mathematical Structure with applications to Computer Science ..by
J.P. Trembley & R.p. Manohar.

2. "Discrete Mathematics " by K.A. Ross and C.R.B.Writh
3. "Discrete Mathematical Structures for Computer Science,, by Bernard Kolman& Robe( C. Busby

P"2 Y)-''
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COURSE OfITCOMf,: Upon successful completion of this course, students will be able to understand
the basic concept of C programming, and its different modules that includes decision and loop control
structures , acquire knowledge about the basic concept of writing a program, role of constants, variables,
identifiers, operators, type conversion and other building blocks and advanced programming techniques

UNIT l-An overview : Problem identification, analysis, design, coding, testing & debugging,
implementation, modification & maintenance; algorithm & flowcharti; Charactiristics ofa good program
- accuracy simplicity, robustness, portability, minimum resource & time requirement, rnidularizaiion;
Rules/conventions ofcoding, documentation, naming variables; Top down design ; Bottom up design.

UNIT 2-Fundamentals of c Prograrnming : History of c; structure of a c program, Data types,
Constants & Variables Operators & expressions; Control Constructs - if-else, for, whiie, do-while; Case
statement; Arrays; Formatted and unformafted I/o; Type modifiers & storage classes; Ternary operator;
Type conversion & type casting; Priority & associativity of operators..

UNIT 3-Modular Programming: functions; Arguments; Return value; parameter passing -ca1 by varue,
call by reference; Retum statement; Scope visibility and life+ime rules for various types o"f variable, static
variable; Calling a function ; Recursion - basics, comparison with iteration, tail recursion, when to avoid
recursion examples.

UNIT 4-Advanced Programming techniques: Speciar constructs- break, contirue, exit, goto & rever;
pointers- & and * operator , pointer expression , pointer arithmetic, dynamic rnemory"rurug"r"nt
functions like malloc0, calloc0 , freeO ;stringO ; pointer v/s array ; pointlr to pointer , array of pointer
and its limitations ; function returning pointer, pointer to functitn , function as parameter'; structure-.
basic, declaration, membership operator ,pointer to structure , referential opeiator, self referential
structure , structure within structure , array in structure, array of structure; Union -basic, declaration,
enumerated data type; Typedef; command Iine arguments

UNIT 5-Miscellaneous Features.:-File handling and related functions , printf and scanf family C
preprocessor- basics, #include, #define, #undef. Conditional compilation dirlctive like #if, #else, #elif,
#endif,#ifdef; and #ifndef; variable argument list functions.
References:
l. The C Programming Language - B.W. Kernighan & D.M. Ritchie
2. The Sprit of C - Cooper, Mullish
3. Kanetkar Y : Let us C
4. Kanetkar Y : Pointers in C
5. An introduction to c programming - Amit Saxena, Anamaya publishers. New Derhi

U,/2
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IO4MCA:COMPUTER ORGANIZATION AND ASSEMBLY LANGUAGE PROGRAMMING

COURSE OUTCOMtr: At the end of this course students will be able to understand assembly language,
perform simple optimizations by hand, trace and debug at the assembly level. Understand and extend
simple cpu implementations, understand basic interrupt/exception handling, make simple performance
estimates for assembly code, ability to design the datapath and control unit ofa simple cpu.

UNIT l-Representation of lnformation: number system, integer and floating point representation,
character codes(ASCII,EBCDIC) , error detection and correction codes .

IINIT 2-Basic Building Blocks: Boolean algebra, combinational blocks: gates, rnultiplexers , decoders
etc. Sequential building blocks: flip flops, registers, counters, ALU, Random Access Memory erc.

UNIT 3-Register Transfer Language and micro operations: concept of bus, data movement among
registers, a language to represent conditional data transfer, data movement from/to memory, arithmetii
and logical operations along with register transfer,timing in register transfer.

UNIT 4-Architecture of a simple processor : A simple computer organization and instruction set,
instruction format, addressing modes, instruction execution, in tems of micro instructions, concept of
inte*upt and simpie I/o organization, implementation ofprocessor using the building blocks.

UNIT S-Assembly Language Programming: detailed study of 8086/8088 assembly language instruction
set, loops and comparisons, condition and procedure, arithrnetic operator assembly'language, illustrations
using typical programs like : table search, subroutines, symbolic and numerical minipul-atio--ns and I/O.
Memory organization: basic cell of static and dynarric RAM, building large memories using chips,
associative memory, cache memory organizations, virtual memory organizition.

References:

l. M. Morris Mano, "Computer system and Architecture", (3rd edition) prentice Hall of India,New Delhi, 1994.
Liu and Gibson, '8086/8088 Microprocessor Assembly Language.
Bartee, " Digital cornputer Fundamentals,,.
Malvino, "Digital computer Electronics".

s*w
2.
J.
4.
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IOSMCA: ORAL AND WRITTEN COMMUNICATION

COURSE OUTCOME: On successful completion of the learning sessions of the course, the learners
will be able to mastering the art of a professional business presentation, distinguishing different
communication processes and their practical applications, more effective written communication
strategies.

UNIT 1-Meaning and process of communication, importance of effective communication,
Communications situation and communication skills, barriers to communications.

IINIT 2-Objectives of communication, types of communication, principal of communication, essential of
eflective commun ication-

UNIT 3-Media of communication: written, oral, face to face, visual, audio visual, rnerits and demerits of
written and oral communication, preparing for oral presentation, conducting presentations.

UNIT 4-Developing communication skills, interview how to face and how to conduct.
Preparing of bio-data, seminar, paper, bibliography, group discussion, official correspondence.

UNIT S-Mechanics of writing paragraphing, precise, report writing technical reports, length of written
reports, organizing repofts, writing technical repofts.

References:

l. Essential of Business Communication by Rajendra paul and J. S. Korlahali,
Sultan Chand & Sons Publishers, New Delhi.

2.Buisiness Communication BY U. S. Rai & S. M. Rai, Himalaya publishing House.
3. Writing a technical paper by Menzal and D. H. Jones, McGraw Hill, 1961.
4. Buisness communication: Strategy and Skill

Note: Rehersal / Practice : Group Discussions, Interview, seminars will be arranged.

gv
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2OIMCA : OPERATING SYSTEMS

COURSE OUTCOMtr: On successful completion of the leaming sessions of the course, the learners
will be able to analyze the structure and basic architectural components involved in OS, demonstrate
competence in recognizing and usjng operating system features, understand and analyze theory and
implementation of different operating system aspect, Apply knowledge of different operating slstem
algorithms.

![!f!-[ntroduction :Evolution of operating systems, Types of operating systems, Different views of the
operating system, operating system Concepts and structure.
Processes : The Process concept, systems programmer's view of processes, operating system services for
process management. Scheduling algorithms. performance evaluation.
!\llf-Mernory Management : Memory management without swapping or paging, swapping, virtual
memory, page replacement algorithms, modering paging algorithms, design iisuis io, puging ,yrt",rr,
segmentation.
lnter-process Communication and Synchronization : The need for inter-process synchronization, mutual
exclusion, semaphores, lrardware sport for mutual exclusion, queuing 

'implernentation 
of semaphores,

classical problems, in concurrent programming, critical region and con=ditional critical region, monitors,
messages.

Deadlocks : Deadlock Prevention ,deadlock avoidance.
IINIT 3-File Systems :File systems, directories, file system implementation, security protection
mechanisms.
Input/output :Principles of I/O Hardware : I/O devices, device controllers, direct memory access.
Principles of I/o Software : Coals, interrupt handlers, device drivers, device independent t/O software.
User space I/O Software.
UNIT 4-Disks : Disk hardware, scheduling algorithms, Error handling, track-at-a-time caching, RAM .
Disks.
Clocks : Clock hardware, memory mapped terminals, I/O software.
Processes and Processors in Distributed Svstems:
Threads, System models, processor allocaiion, scheduling.
Distributed File Systems : Design, lmplernentation, trendi.- UNIT S-Performance Measurement, monitoring and evaluation Introduction ,impoftant trends atlbcting
performance issues, why performance monitoring and evaluation are needed, p".for.ur"" measures!
evaluation techniques, bottlenecks and saturation, fiedback loops.
Case Studies : MS-DOS,MS WINDOWS, LTNUX (UNIX) Operating Systerr.
References:
I . Deitel, H.M. " An Introduction to operating Systems,,. Addison wesley publishing company I9g4.Z Milenkovic M', "operating Systems - concepts and Design". McGraw ttilt int".naiionat ga;tion-
Computer Science series 1992.
3. Peterson J.L. Abraham Silberschatz. "operating system concepts,,. Addison wesley publishing
Company, 1989.
4. Tanentiaum, A.S." Modern operating Systems", prentice HaU of rndia pvt. Ltd. r995.

ya t1-
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2O2MCA : DATA BASE MANAGEMENT SYSTEMS

COURSE OUTCOME: Upon successful completion of this course, students will be able to analyze
database design methodology, acquire knowledge in fundamentals of database management system, be
able to analyze the difference between traditional file system and DBMS, able to handle with different
database languages, draw various data models for database and write queries mathematically. The brief
introduction of Distributed database is also given to the students.

UNIT lJntroduction : advantages of DBMS approach; various views of data ,data independence,
schema & sub-schema ; primary concept of data models ; database Languages; transaction
management; database administrator & user; data dictionary; overall system architecture. ER model:
basic concepts ; design issues; mapping constraints; keys; ER diagrarn; weak & strong entity- set;
specialization & generalization, aggregation, inheritance; design of ER schema; reduction of ER
schema to tables. Dornains, relation & keys: dornains; relations; kind of relations; relational
databases;various types of keys ; candidate, primary, alternate & foreign keys.
uNrr 2-Relation algebra & SQL: The structure; relational algebra with extended operation;
modification ofdatabase; idea of relational calculus; basic structure ofSQL; set operations; aggregate
functions; null values; nested sub queries; derived relations; views; modification of databise; join
relations; DDL in SQl.Database Integrity : General idea; lntegrity rules ; domain rules; Attribute ruies;
Relation rules; Database rules; assertions; triggers; integrity & SQL.
UNIT 3-Functional dependencies & normalization: basic definitions; Trivial & nontrivial
dependences; closure set ofdependences & of attributes; Irreducible set ofdependencies; tntroductions
to normalization; Nonloss decomposition; FD diagram; First, Second and rhird norrnal forms;
Dependency preservation; BCNF; multivalued dependencies and fourth normal form; Join dependencies
and fifth normal form.
Transaction, concurrency a Recovery : Basic concept; ACID properties; Transaction state;
Implementation of Atornicity and Durability; Concurent executions; Basic tdea of Serializability ; Basic'
ldea of Concurrency Control; Basic Idea of Deadlock; Failure Classificationl Storage StructLrre- types,
Stable storage Implementation, Data Access; Recovery & Atomicity- Log Based Recovery, Deferred
Database Modification, Immediate Database Modifi cation, Checkpoints.
UNIT 4-Distributed Databases: Basic ldea; distributed Data storage; Data Replication; Data
Fragmentation- Horizontal, Vertical & Mixed Fragmentation.

lTerging Fields in DBMS: Object Oriented Databases- Basic Idea & the Model, Object Structure, Object
class, Inheritance, Multiple Inheritance, object Identity; Data ware Housing- Terminology, Definitions,
Characteristics; Data Mining & its Overview; Databases On WWW; Multirnedia databises-difference
with conventional DBMS, Issues, Similarity based Retrieval. Continues Media Data, Multimedia Data
Formats, Video Servers.
UNIT s-Storage Structure & File Organization : Overview of Physical Storage Media; Magnetic Disk
Performance and Optimization; Basic Idea of RAID; File Organization; Organization of Records in Files;
Basic Concepts oflndexing; Ordered Indices; Basic Idea of B-Tree & B* Tree Organization.
Network&Hierarchical Model:Basic [dea;DataStructureDiagram;DBTG Model; Implementation; Tree
Structure Diagram; Implementation Techniques; Comparison of the Three Models.

References:
I . Date. C. J. "An Introduction to Database Systems', Narosa publishing House, New Delhi
2. Desai B.C. "An Introductionio Database ioncepts,, Galgotia publications New Delhi
3. Elmsari and Navathe. "Fundamentals of Database System,, Addison Wesley, New york.
4. ullman J.D. "Principles of Database System" Galgotia publications, New Delhi.
5. Data Base System Concepts:A.Silberschatz, H.F. Korth, S. Sudarshan(3dEd.)(Mccraw Hill pub)

ILY/tr Page l0 of33
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couRS^E ouTcoMf,: Upon.successful completion of this course, students will be able use difl.erentkinds of data structures which are suited to different kinds of applications, and some are highlyspecialized to specific tasks, Manage rarge amounts of data efficieniry, such'as tu.g. autuiu.", unainternet indexing services, Use efficiint data structures *t ictr ar. a key to designing efficient algorithms,Use some formal design methods and programming languag". *hich emphasize on data structures, ratherthan algorithms, as the key organizing tactor in s"oft*i'r. i"rign, store and retrieve data stored in bothmain memory and in secondary memory.

UNIT .l-Prerequis]tel Aray; structure; pointers; pointer to structures; Functions ; parameter passing;

fegryl9n. Stack & eueue: Contiguous Imprementation 
"r 

s,".r; v".i;r, opi.rir,], J, iiJ; variousPolish Notations-Prefix, postfix, infix; conversion From one to Another- Using Stack; Evaruation of post& Prefix Expressions. Contig,ous Imprementation of eueue; Linear eueLL, Its orawffi circutar
Queue; various operation on eueue; Linked Imprement"ti", 

"r 
str"r a qr"l"--op"ruiiJr*' c"n".urList: List & its contiguous Implementation, its Drawback; singly Linked List- operation on it; DoubryLinked List- Operation on it; Circular Linked List; Linked I_i.i'U.ing a*uy..

UNrr 2-Trees: Definitions- Height, D€pth, order, Degree, parent & chirdren Rerationship etc.; BinaryTrees- Various Tlreorem. Comprete Binary Tree. ArmJst comprete Binary Tree; Tree Traversals-pre, rn& Post order Traversars. Their Recursive And Non R..rr.iu. r,npt".,.ntutionr, e*pr",-jon rree-evaluation; Linked representation of Binary Tree- operations. ihreaded Binary Tr"".,'rorJri, conu"rrionof Forest into Tree. Heap-Definition.

UNIT 3-Searching, Hashing & Sorting: Requirement of Search Argorithm; Sequentiar search, BinarySearch,.lndex Sequentiar Search, Interp-oration Search; H".hl;; tsasics, Methods, colrisions, Resorurionof collisions, chaining; Internal Sorting-Bubbre Sort, s"[;i;n Sorr, Inseftion Sort, euick il: M;;" '
Sort on linked and Contiguous List. Shell Sort, Heap Sort.

UNIT 4-Graphs: Related Defrnitions; Graph Representation- Adjacency Matrix, Adjacency List,Adjacency Multi List; Traversal Schemes_ Depth Firsi Search,
Breadth First Search; Minimum Spanning Tree; shortest path Argorithm; Kruskar & Dijkstra Argorithms.

UNIT S-Miscellaneous Features: Basic Idea of AVL Tree- Definition, Insenion, Deretion operations;Basic Idea of B Tree- definition,. order, Degree, Insertion abetetion operations; B. Tree_ definition,Comparison with B Tree; Basic Idea of Strin! processing.
References:
I. "Data structure and program Design In C.,Robert L. Kruse.
2."lntroduction to Data Structures..j.p. Trembley & Sorenson,,
3. Algorithms + data Structures = programs,, N. writh
4. "Fundamentals of Data Structures,.E. Horwitz & S.Sahni
5. "Data Structure Using C & C++', lennenBaum A.M. & Others: pHI

y,, Y-
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2O4MCA : PROBABILITY AND Q9MBINATORICS

COURSE OUTCOME: on successful cornpletion of the learning sessions of the course, the learner will
be able understand probability and random variables, understand generating function to solve the
engineering problems, understand the permutations and combinations to solve various problems, examine
the nature of system using the recurrence relations

UNIT 1-Probability : Sample space, Events. Axioms. Conditional probability. Bays rule Randorr
variables: Discrete and contin uous.

UNIT 2-Distribution and density functions. Marginal and conditional distributions. Stochastic
independence.
Expectation : Expectation ofa function, Conditional expectatiol) and variance.

UNIT 3-Moment generating function. Cumulate generating functions. Characteristic functions.
Distributions: Discrete and continuous distributions.

UNIT 4-Pennutations and combinations : Distinct and non-distinct objects. Generating functiorrs for
combinations.

;[\!![Recurrence relations: Linear and with two indices. Principles of inclusion and exclusion.
Formula derangement . Restrictions on relative positions.

References:

1. Liu. C.L. "Introduction to Combinatorial mathematics" McGraw Hill. 1996.
2. Ross. S."A.First Course in Probability" Collier Macmillan New York . 1976.

gq \-Y
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205MCA : Software f,neineerine

COURSE OUTCOME: on successful completion of the learning sessions of the course, the learner will
be able to do analysis and design of complex systems and meet ethical standards, legal responsibilities,
ability to apply software engineering principles, techniques and develop, maintain, iraluate large scale
software systems, to produce efficient, reliable, robust and cost-effectivi software solutions and perform
independent research and analysis, ability to work as an effective member or leader of software
engineering teams and manage time, processes and resources effectively by prioritizing competing
demands to achieve personal and team goals

!\f,![-Overview of System Analysis & Design : Systern Definition & Concepts: Characteristics and
Type of Systems, System Environmenl & Boundaries, Real-Time & Distributed Systems, Role & Need of
System Analyst, Qualifications and Responsibilities.
System D-evelopment Life Cycle: lntroduction to Various phases of system development of life cycle,
data & fact gathering techniques (interviews, group communication, presentation and site viiits),
Feasibility Study and its Importance, Type ofFeasibility reports, prototyping, cost-benefit analysis.

UNIT -2
Software engineering fundamentals : Definition of software engineering, difference with conventional
rnethod of sollware development, phases of software development lifJcycle, software project teams,
software development process models: waterfall, prototype, spiral.
Software Reqr'l1srn.r, Analysis : Role of software requirement specification, Characteristics and
components of software requirement specification, Specification Ianguages, structure of SRS.

UNIT-3

loft1gre design & testing: Fundamental of design concept; abstraction. modularity; types of module.
coupling and cohesion: content, common, control, stamp, data coupling. cohesion; coincidental, logical,
temporal, procedural, conrmunicational, sequential, functional. Design methodology- object oriented
approach, function approach Vs Object oriented approach, Softwari metrics; sizJ orienied, function
oriented. object oriented metrics.
Verjfication & validation: types of testing (black box and white box testing),unit testing, integration
testing, system testing, acceptance testing.

UNIT.3
Software estimation and reliability: Issue in software cost estimation, standard component, function point
method, COCOMO.
Concept ofsoftware reliability, software errors, faults. Reliability metrics.

UNIT -5
SCM & software maintenance : Fundamental of software configuration management & software
maintenance, major elements of SCM, types ofsoftware maintenance.
CASE Tools & Environment : concept, Scope of GASE, classification of CASE Tools, categories of
CASE environments.

Books:
l. Software Engineering.: A Practitionrs Approach, pressman Roger, Tata Mccraw Hill.2. An Integrated Approach to software Engineering, pankaj Jalote., Narosa pub.
3 Softr,vare Engineering: A Practitionrs Approach, pressman Roger, Tata McGraw Hill.4. An Integrated Approach to software Engineering, pankaj Jalotq Narosa pub.
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301MCA : COMPUTER NETWORKS

couRSE ourcoME: - Student will be.atle conceptualize allthe osl Layers, use appropriate networktools to build network topologies and familiarize with the basic taxonomy and ferminology of computernetworking area. student wilr arso be aware with protocor Hierarchies, oe.;gn tss,,"s,irirfu"". undServices, connection oriented and connection less Services. Student will be able to understand thetenrinology of LAN,MAN,wAN and Intemet, IEEE Standards for LAN, FDDa F;;; eir,".nli, N"r*o.r.Security, DNS, SNMp, E-rnair, www, Network Murtimedia Apprications -a s."r"t e."g.r.rrrg.

UNIT lJntroduction : Goars & Apprications, Reference Moders oSI and rcp/rp, comparison, NetworkHardware: LAN,MAN,WAN and Internet, wireress networks, lnter Networks, Network Sofiware:Protocol Hierarchies, Design Issues, lnterfaces and Services, Connection Oriented And Connection lessServices, Service Primitives.

UNIT 2-Physical Layer: concept of Data Transmission, Transmission Media, Switching techniques,Wireless Transmission, ISDN and ATM.

UNIT 3-Data Link Layer: Framing, Error contror, DLC protocors: simplex, Stop-and-wait, Shierdingwindow, HDLC.Medium Access Sub Layer: Channer A[ocaiion- static a'oyrrami., Hauriipi. u"."r.protocols, IEEE Standards for LAN, FDDI, Fast Ethernet.

!ryII-ll-Network Layer: organization. Vinual Circuits v/s Data gram Services. Routing Algorithms.Congestion Control. Network Layer in Intemet. --J' r'ivelrr'5 nr6

!\!!-1!-Transpoft Layer: Services & protocols ( TCp and uDp ), ATM ALL protocor, socketProgramming.
Application Layer: Network Security, DNS, sNMp, E-mair, www, Network Murtimedia Apprications.

References:

Computer Networks, A.S. Tannenbaum, 3.d Edition, pHI.
Data networks, Dimitri Bertsekas & Robert Gallagei, RHI.
Data Nelworks: Concepts. Theory & practices, Biack, pHl.
L ornputer Networks & Distributed processing. Manin J., pHl.

#qv
Page 14 of33



Jiwaji University Gwalior -- MCA -- session 2019-2022

302 MCA: OBJf,CT ORIENTED PROGRAMMING USING C++

COLTRSE OUTCOME: - Students will gain knowledge about Object Oriented Programming through
C++. They can make their own Applications/Projects using C++ and can be deputed as a C++
programmer in IT companies. Students can be understand the basic concept of Object Oriented
Programming like Object, Classes, Inheritance, Reusability, Polymorphism & Overloacling. Aparl from
this Students can able to understand Constructor, Destructor, Function overloading, this pointer, Operator
overloading. Students will gain knowledge about UML concepts, object-oriented paradigm and visual
modeling, UML diagrams, UML specifications, object rrodel, object oriented design, identifying classes
and object. object d iagrams.

UNIT l-Basic of OOP: Basic Concept of Object Oriented programming and its
advantages/characteristics- object, classes, Inheritance, Reusability, polymorphism & overloading; A
Comparative Study of C & C++; Programming Concepts errors- Cornpilation error, Linker Error, run-
time Error, Conceptual errors; Debugging.

UNIT 2-Basic of c++: variable & constants; Data Types; Expression & statements; cin & coutl
Qualifier & Manipulators; operators- their priority & associativity; Type conversion; casting; Loops &
Decisions; Structures; Functions-inline Functions, Parameter Passing,

UNIT 3-OO Programming in C++: Details of-Objects and Classes; Constructor, Destructor, Function
overloading, this pointer, operator overloading, lnheritance,types ofinheritance, virtual Base class.

UNIT 4-Miscellaneous Features: Friend Function, Friend ClasseslNested Classes, Static Members.
Arrays in C++: 2.rur. as data members, arrays ofobjects; Dynamic Merrory Allocation operators: new
and delete.

UNIT 5- Pointers in C++: pointer to objects, array of pointers to objects, pointers to derived classes,
pointers to class members,virtual Function, Pure virtual Function, File & Stream classes, command
Line Arguments; Templates.
Introduction to UML: UML concepts, object-oriented paradigm and visual modeling, UML diagrams,
UML specifications, object rnodel, object oriented design, identifying classes and object, object diagrams.

References:

l. " Object Oriented Programming in C++" gy 1-666.".
2. " Programming with C++" By John Hubbard
3. " The C++ Programming Language" By Strouststrap
4. " C++ lnside Outside" Byeckel
5. Lee UML & C+ a practical guide to Object Oriented Development 2 ed, pearson.

6. Hans Erit Eriksson UML 2 toolkit Wiley
7. Boggs Mastering UML BPB Publications.
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303 MCA El: UNIX & Shell Scriorine

COURSE OUTCOME: Students will gain knowledge about Structure of UNIX like Kernel and shell,
features of UNIX,' Unix file system, Login Directory, file system hierarchy and basic command for file
manipulation like:ls, cat, cp, rm, mv. students will also aware with multi user communication &
Scheduling, multiple commands on command line and various System Calls for the System. Students can
understand Shell Prograrnrning like Bourn Shell, C Shell, advance features of shell. Shell variable, local
& global variables. Apart from that students will gain knowledge about Linux structure, Various flavors
of Linux. Installing Linux .

UNIT I : Overview UNIX & LlNllX

structure of UNIX , evolution of UNIX ,Kernel and shell , features of uNIX ,UNIX: Installation and
booting.

UNIT2:FileSystem

Unix file system ,types of Unix files ,Login Directory, lnode-User Identification. file system hierarchy ,
working directories & pathnames,pwd. Basic command for fire manipulation rike :rs, cat, cp, rm, mv, rn
,touch , cd,mkdir,rrndir,file access permission , types of permissions , determining & changing permission
, Umask, chown,chgrp,newgroup, changing your password :passwd.

UNIT 3 : Adyanced features

Multi user communication &Scheduling:who,write,mesg,wall,mail,at,lp,lpstat,pr,news,motd, Multiple
commands on command Iine, redirecting : standard output to a file , staniari input from a file and boih ,pipelines and filter:herad,tail,paste,sort,uniq,grep,egrep,fgrep,awk,nl, The process:running a process in
the background , process status , terminating a process , delay process. G"i.,erai pr.pore
utilities:more,fi le,wc,od,cal,banner,cmp,tty,sty,date etc.
System calls for the system:File_ Related system calls, process related system call,Mounting and
Unmounting File System,Link Unlink.

UNIT 4 : lntroduction To Shell Scripl:

Unix editors:vi,ex.Bourn Shell,C Shell, advance features of shell. Shell variable - system shell variables ,local & global variables . Shell meta clraracters and environment ,if and case statements, for ,while and
unt il loops. Shell Programming.

UNIT 5: : _I+!+cggtgn to Linux: History and features of Linux, Linux structure, various flavors of
Linux,lnstalling Linux .

System Administration: Understanding System Administration,startup & shutting down ,Managing user
accounts,backing up data,system security.

Reference:

l. UNIX System - Rebecca Thomas (McGraw- Hill)
2. Advanced UNIX - Stephen prata (BpB publication)
3. UNIX Systern -Sumitabha Das
4. Operating System by PHI- Milan koewick

v/
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JO3 MCA E2: ERP AND BPR ALLIED CONCEPTS

COURSE OUTCOME: Student will be able to Understand various BPR rnethodologies and their
applications, the critical success factors for implementing, appreciate various altemative lechniques of
BPR - TQM, work study, Benchmarking and their applications, analyze and integrate issues and
challenges of applying tools/techniques of Information Technology for BPR and learn io apply them in
the industry

uNlr l-Introduction to ERP :- Evolution of ERp, Growth of ERp Market , advantages of ERp, ERp &
Related technologies : BPR ,MIS , DSS,EIS, Data Warehousin g & Data Mining , OLAp, Supply Chain
Management.

UNIT 2-Business Functions : - Functional Areas of operation:
Marketing & sales, Production & Materials Management, Accounting & Finance , Human Resouices.
Marketinq Informalion Svstem & Sales Order Process: - Sales Quotations & Orders, Order Filling,
Accounting & Invoicing, Payment & Returns, Sales & Distribution in ERP: Pre-sales activities. sales
order processing, Inventory Sourcing, Delivery, Billing, payment, cRM (customer Relationship
Management).

IINIT 3-Production & Materials Management lryformation Svstem: - Materials Requirement planning
(MRP), Manufacturing Resource planning (MRp-ll), Bill of Materials (BoM), JIT & Kanban,
cAD/cAM, Product Dara Management, Make-to-order (MTo), Make-to-stock lvrs;, Assemble-to-
Order (ATO), Engineer-to-Order (ETO), Confi gure-to-Order (CTO).
Accounting & Finance: - Accounting & finance activities: creating financial statements, Operational
Decision Making Problem: credit Management, product profitability Analysis, ERp & Inveniory cost
Accounting Activity, Activity based costing & ERp.

uNlr a'EM Implementation L pre-evaruation screening, package evaluation, project
Planning phase, Gap Analysis, Reengineering, Configuration, Imprementation team training, Testing,
Going live, End user training. Post- implementation, Role of vendors & consultants

uNl.T S-Business Process Reengineering (BPR) & its Implementation:-BpR, five step methodology to
implement BPR, Development process vision & determining process objectives, defining the processes to
be reengineered, understanding & measuring the existing processes, identifuing the IT levels, designing
the prototype & irnplementing it.

BOOKS:
1. Concepts in Enterprise Resource Planning: Bready, Monk,Wagner

?. lyt ness Process Reengineering : Jayaraman Natarajan & Rangiamanujan
3. ERP Concepts & Practice V.K Garg & Venkitakrishan.
4. Enterprise Resource Planning : Alexis Leon

y{, Yt
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couRsE OUTCOME: Student wi[ be abre to errors in numericar approxirnation, Interporation,Iterative methods and simultaneous. linear equations. epurt for,, tt ut n"grl..ion nnurylif ior."rutiona.nd probability theory. student will be able to demonst.aie ,rj.r.turalng ofcommon numerical methodslike Arithmetic, Floating point number operations, Norruflruilo, and their consequences

UNIT l-Errors in numerical approximation: Sources of errors, machine error, Relative error, percentage
error' round off in different number system, Interporation : Gauss Backward, Gauss Forward, Lagrangesinterpolation, Newon divided Difference , I"r"^" iri.ri"f rti"r.
UNIT 2Jterative methods: Zeros of a singre transcend.,rtai'eqration and zeros of porynomiar using
!j-r""_to11 false position Newton-Raphson 

"i.. "onr".g; of solutions.UNIT 3'Simultaneous linear equations: Solutions oI ri*rit-"or. linear equations gauss elimination

il::||j.-o 
pivoting, ir-condiiioned equations ura r"nn"r"nt of solutions, GaG aidr."il;r;;

Numerical Differentiation & Integration: Solutions of differentiar equation, Runga- Kutta methods,predictor- corrector methods.
STATISTICAL ANALYSIS:
UNIT {-Regression Analysis: Least square frtting: Polynomial and curve fitting. Linear and nonlinearregression. Correlation- pearsons coeff.iiient of 

"oi"lution 

-"' -'
UNIT 5.
Probability Theory: Sample Space events: sampling rheory. condirional probabiliry Bayes formulas,Additive law ofprobabirity. Compound events. uie oiginoriut rheorem.
REFERENCES:

l."Basic Statistical Computing,,by D. Cook A. H. Lee & T.S. Lee
2."Statistical Computer Method Bisic,.by J. O. f_"" * i.O.1""
3."Statistical Analysis a Computer Orientid Approach..bv A Afl.i
4'"Probabiliry & Sratistics wirh reriabiriry queuing & coiput., i"ierce Apprications..by K. S. Triredi5.-System Simulation" by Geoffrey Cordon
6. "Computer Based numerical Algorithms', by E.V.Krishnarnurthy & S.K. Sen7. "Computer Oriented numerical Methods,, Ul, u. nu;rrurn- 

" '
8. " Linear Algebra ,. by G. Hadlley.

y,,"r 71-
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305MCA : ORGANIZATIONAL BEHAVIOUR

COURSE OUTCOME: Demonstrate the applicability of the concept of organizational behavior to
understand the behavior of people in the organization and analyze the complexities associated with
management of the group behavior in the organization. Student can understand Components of
organization, nature and variety of organizations, Organizations in the Indian context, Basic roles in an
organization and Organizational Structure and Integrating Interpersonal and Group Dynamics-elements of
structure.

UNIT l-lntroduction to Organizations and Individuals. What is an organization. Components of
organization, nature and variety of organizations (in terrns of objectives. Structure etc. ) models of
analyzing organizational phenomena.
UNIT 2-Organizational and business variables, Organizations in the Indian context, Institutions and
structures. Basic roles in an organization, etc. perception attitudes. Motives (achievement, poser and
affiliation).
UNIT 3-Commitment : Value creativity and other personality factors. Profile of a manager and an
entrepreneur.
Interpersonal and Group Processes- Interpersonal trust, understanding the other person from his/her point
of view. Interpersonal communication. Listerang, feedback, counseling. Transactional analysis. Self-
functioning. Team decision-making team conflict resolution. Team problem solving.
UNIT 4-Organizational Structure and lntegrating Interpersonal and Group Dynamics-elements of
structure. Functions of structure . determinants of structure, disfunctionalities of structures. Structure -
technology. Environment- people relationships.
uNrr S-Principles Underlying design oforganization; organizational change. Integrating cases (s).
Case method and lectures should be supplemented with a variety ofother methodologieJ such as feedback
on questionnaires and tests, role plays and behaviour simulation exercise.
References :
l. A.J. Robertson. Lvan T. and cooper. cary. L. "work Psychology: Understanding Human Behaviour
in the Workplace" Macrnillan India Ltd. Delhi. 1996.
2. Dwivedi R.S. "Hurnan Relations and Organisational Behaviour: A Global perspective" Macmillan
hdia Ltd. Delhi. 199s.
3. Amold.J.Robertson.Lavern T.and coopercary.L."work psychology: understanding Human Behaviour
in the Workplace" Macmillan Indian Ltd.Delhi.l996.
4. French & Bell (4rl'ed.). "Organization Development: Behavioral science Interventions for Organization
Improvement" Prentice Hall of India Pvt.Ltd.New Delhi I 996.
5. P.Kesho."Organisational Development for Excellence,,MacMillan India,l996
Robbins (4tr'ed.). "Essentials of Organizational Behaviour,, prentice Hall of India
6. Schermerhorn, Hunt and osbora "Managing organizaiton Behaviour" John willey & Sons. USA.l9g2.
T.weston.Mergers. "Restructuring and corporate control" prentice Hall of India pvt.Ltd. New
Dellhi.l995.

C'lY-'-r
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couRSE oUTCoME: on successful completion of the leaming sessions of the course, the learner willbe, able to choose appropriate advanced dara structure ro. giu.n problem. Students will be able tocalculate complexiry. students wiI be abre ro s.tecr ,pprofrii. deiign technique. ,o .oi". ieat wortaproblems. students wilr abre to appry the dynamic plgiun,,,ing t-echnique 'r" ."i""-ir,,"'irout"rr.Students will be able to apply the g.".dy prog.urring teciinique to solve the problems. studerrs \^ ill beable to understand backtracking and graih coior.ing pi"Ul"rn.'"-

{JNIT 1-Basic of Algorithm Alarysis : 
. 
Anaryzing argorithms,. worst-case and average case anarysis,asymptotic notations (omega, Theta, Big "oh," Lr:ftre" ',oh',, Littre omega) ,""r.r.r"8, :lrustitutionmethod, master method.

UNIT 2-Advanced Data structures : Hash tabres, Binary trees, Binary Search trees, Binary search,Binary heaps, Heap soft and B-trees.

!l[!T f-Basic Design & Anarysis Techniques : _Graph argorithms rike Depth Firsr Search, BreadthFirst Search, and Sorting :radix sort, euickiort, V"rg" ,o.t, Fina;ng maximum and minimum .

Advanced Design & Analysis techniques :

IINIT 4- creedy method :Knaosack. Problern. Job Sequencirg with Deadline .Single Source ShorlestPath. Minimum Cost Spanning iree algorithms
Dynamic programming: 0/l Knapsacf,, Multistage Craphs, Optimal Binary Search Tree

UN lT 5- Backtracking: 8 eueens problem. Craoh Colorino
Branch and bound :4-eueens problem. Travelling Sat"sflrsor.
NP - Completeness : Np- cornpleteness and N"f 

"o,"fi"t" i.oUt"rn,

Referencs:

" Fundamentals olCompurer Algorithms" by Horowitz & Sahani'' tntroduction to Algorithms" by Cormen. Leiserson & rivest
" Fundamentals of A lgorithms,, by Knuth.

yqil-

l.
2.
3
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COURSE OUTCOME: upon.completion of this course, students will be able to, understand basics oflanguages, grammars and finite automata, Iearn regular erpres.ion, ,"grlu. g.u,rrur, 
'"ontext 

f.eelanguages, pushdown automata and turing recognizablJ rangruges, be exposed to a broad overview of thetheoretical foundation of conrputer science withlnaryicar ti'ink'ing for probr",n-rorurng ; ..;;a **..
UNIT l-Mathematical preliminaries: set, relations and functiorrs, graphs and trees, strinA, alphabet andIanguage , principle of induction, pr€dicate and propositional 

""r;;il"iil;;r "r.n-,'"ffi,'a"r"i,i",and des,iption , DFA' NFA, transition ry.t"*, iDFa, equivarence of DFA , ilona, ,"grr"r'*pression,
regular grammar, FSM with output. Minimization of frnite automata.

UNIT 2-Formal ranguages : definitior and description, phrase structured grammar and theirclassification, chomskey crassification of ranguages, crosure properties of famiries of ranguages, regurargrammar' regular set & their crosure propeniei, finite auiomata, equivarence of FA , and regurarexpression , equivalence oftwo way finiti autornata, equivalence of .egr'lar expression.

UNIT 3-context free gramm,ar and_ pDA: properties unrestricted grammar & their equivarence ,derivation tree simplifying CFG, 
_unambiguity CFG, normat i;; i;; CF;, ;;; il;ilH;, a,2 wayPDA, relation of PDA with CFG, Deteminisrn und non determinism in pDA, and ."tut"a ln"o..rr,parsing & pushdown. Autotnata.

UNIT 4-Turning Machine: moder,. design, representation of rM, ranguage accepted by TM, universalTM, deterministic and non-determin istic, rM as acceptor/ g"n"ru,oq algorithms, murtidimensionar,multitracks. multitape. halt problems in TM.

UNIT 5-Computability: concepts, introduction of complexity theory, introduction to undecidaibility,recursively enumrables sets, recursive set, partiar .".rrrir" .Jt , 
"on""pt 

of rinear bounded automata,context sensitive grammars and their equivalince.

References :
l) Marvin 

_L. 
M_inskay ..Computation: 

Finite and Infinite machine,,, pHI.
2) Hopcroft and ullman "lntroduction toautomata theory, Ianguages & cornputation,,, Narasha pH
3) Lewish "Theory of computation ,, 

, pHl
4) Mishra and Chander shekhar..Theory of computer science,,(A L &C) , pHI

p't i'1
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402-MCA E4: Distributed System

COURSE OUTCOME: On successful completion of the learning sessions of the course students will be
able to idcntify- tl'tc aclvantages and challengcs in clesigning distribut!.d algolithms fbl difl'crcnt ;rriuririr,csIike mutual exclusion, deadlock tletection. ilqreenlerl. eto..
differentiate t.retrveen tlif}'etent tvpes of farrlts and tlLrll hancilinu techniqLres in ori{er kr inrplenrerrt firult
loleranl systems" anall'zc dil'l'elent algolithnrs and tcchnitlr-rcs lbr tlrc dcsign anc.l dcvelopurcnt o{'
tiistrihLrted svstems sLrb.iect 1o specific design and perl'onnancc constraints.

UNIT l-Introduction to Distributed Systems : Goals of Distributed Systems, Hardware and Software
concepts, the client server model, Remote procedure call, remote object invocation, message and stream
oriented communications.

p\!!-!-Process and synchronization in Distributed systems: Threads, clients, seruers, code
migration, clock synchronization, mutual exclusion, Bully and Ring Algorithm, Distributed transactions.

UNIT 3-Consistency, Replication, fault tolerance and security : Object replication, Data centric
consistency model, client-centric consistency models, Introduction to fault tolerence, process resilience,
recovery, distributed security architecture, security management, KERBEROS, secure socket layer,
cryptography.

UNIT 4-Distributed object Based and File Systems : CORBA, Distributed coM, Goals and Design
Issues of Distributed file system, types of distributed file system, sun network file system,.

UNIT S-Distributed shared memory, DSM servers, shared memory consistency model, distributed
document based systems: the world wide web, distributed co-ordination based systems: JINI.

References:

I Andrew S. Tanenbaum, Maarten van Steen "Distributed Systems principles and paradigms,, pearson
Education lnc. 2002.

2. Lui "Distributed Computing Principles and Applications,,.
3. Harry Singh "Progressing to Distributed Multiprocessing,,prentice-Hall Inc.

! !.w. Lampson "Distributed Systems Architecture Design & lmplementation", l9g5 Springer varlag.
5. Parker Y. Verjies J. P. "Distributed computing Systems, Synchronization, control & Communications"
PHI,
6. Robert J. & Thieranf "Distributed Processing Systems" 1978, prentice Hall.
7. George Coulios, "Distribute System: Design and Concepts,,, pearson Education

./-lh'/ ,
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4-O3MCA JAVA PROGRAMMING

COURSE OUTCOME: On successful completion of the learning sessions of the course students will be
able to Gain knowledge about basic Java language syntax and semantics to write Java programs and use
concepts such as variables, conditional and iterative execution methods etc like types ofjava, feature of
java, JAVA environment, JAVA virtual machine, and also understand fundamenials of object-
oriented programming in Java, including defining classes, invoking nrethods, using class libraries,
Constructor, Methods overloading, Method overriding.

UNIT l-Overview ofJAVA Pros :

History of JAVA , features ofjava , how it is differ from c & c++ , java program structure , java
Statements , JVM, command line arguments
Expression & ODerator :

Data types , literals , variables , declaring a variable , dynamic initialization Arrays, operators -
relational , Arithmetic, logical , assignment , increment & decrement , conditional op;rator , Bitwise
operator, special operator, arithmetic expression , evaluation ofexpression .

Decision making & Branchins :

Control Statements-lF, Switch ,Loops, Break, Continue, Return.
uNIr 2-Ea$s_qqEep!.-sl]]qBEj
Classes, methods, creating instance & class variable, accessing class rnember,
constructor, Methods overloading , Method overriding , Static member, final classes , finalizer method,
Abstract method & classes, visibility control ,lnterfaces:Defining interfaces , extending interfaces ,
implementing interfaces , accessing interfaces ,variables , package - system package, ising system
p1t1g9: creatirrg package , accessing a package, adding a class to a package , Hiding classes . -
UNIT 3-Exception Handlin :

Exception Handling- Furrdamental, types, uncaught exceptior, using try and catch, multiple catch,
nested try, throw, throws,finally,Java thread model, creating threads, extending thread class, siopping &
blocking a thread, Life cycle of thread, thread exception, thread priority, synchion ization- impleinenting
and. runnable interface, inter thread communication, multithreading.
UNIT 4-Developine web-based nroqram :-

_whal is an applet, applet architecture, applet life cycle, a simple applet program, Awr-working with
Graphics; line, rectangles, ellipses, circles, arcs, polygons working with colors; working with fonts.
Stream and Files.
UNIT 5 Advance Java
JDBC: JDBC architecture, JDBC- Basics, establishing a connection, JDBC Statements.Design ing a User
lnterface with swing - Benefits of swing , application framework, adding component. to u J*irg, frurn"
working with swing.
Reference:
1. Programming with java . A preimer by .. E. Balaguruswamy ...

2, "Advence programming in Java by V.K,Jain & Hemlata
3. JAVA 2 platform in 21 DAYS by ,.Lemay and Cadenhead" by Techmedia pub.
4. The complete reference JAVA 2 by ,. Patrick Naughton &

Herbert Schidt" .

/,t i-J--
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4Q4MCA: Optimization Techniques

COURSE oUTCoME: on successful completion of the leaming sessions of the course students will
be able to understand the theory of optimization methods and algo'rithms a"r"fop"a io. .ofuing uuriou.
types. of optimization probrems, to deverop and promote reseirch interest in'appryinj oftimiration
techniques in problems of Engineering and Technology, to apply the mathernatical i".rrtrind numerical
techniques of optimization theory to concrete Engineering prLLIems.

!\!f!-Overview of Operation Research: Problem formulation; Model Construction; O.R. Techniques.
Introduction to Liner Programming: construction of the L. p. Model; graphical L. p. soiution, sirnptex
method, Big m method; Primal and Dual problems,

UNIT 2-Replacement Problems: Capital equiprnerrt; Discounted Cost; replacement in anticipation offailure; Age replacement. Transpoftation and Aisignment problenrs.

UNIT 3-Queuing Moders; Description of eueues; Arrivar and Service Times; Birth & Death queuing
system; M/M/l model.

UIYIT 4-Game Theory: Pure and Mixed strategy; two person zero sum game ; game with and without
saddle points; rule of dorninance.project Manigement Techniques;Network ref'resentation; cpM andPERT;; optimization of project time and cost; crash cost and crash tirne

u\!!..-.,!-Dynamic Programming:Deterministic and probabiristic dynamic programming, Belman,sPrinciple. Integer Programrring problem.Branch and Bound techniques;

REFERENCES:

1." Introduction to Operation Research .. by F. S Hiter & Liberman
2."Opration Research" by H.A. Tara
3."Operation Research" by S.D. Sharma
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COURSE OUTCOME: upon successful completion of this course, the students will be able tounderstand the role of accounting and its limitaiions, prepare financial statements in accordance withgenerally u"gepleq accounting principres, demonstrate knowredge of each step i, ir," 
""""r,uirg 

.y"r",suppod at a basic level the recording and reporting of financial irformation i"i. urri"".., i.*irrstrate anunderstanding the tally in accounts

IlNlT.l-Meaning & objects of Accounting concepts & conventions, Accounting Equation, Rures ofJo-urnalizing.Cash Book, Ledger posting, pr:eparation Of Trial BalanceUNlr 2-Trading And P/L Accounl.Balance Sheet with Adjustments Relarirg to Closing Stock, outSta,ding Expenses' Prepaid Expenses. Accrued Income. oefreciation. Bad Debt. provision For BadDebt, Provision for Discount on Debtors & Creditors, provision fbr Tax
9YTJ: Inventory Pricing, FIFO & LIFO Methois.simple problerr of Fund Flow statements, cosr-Volume Profit Analysis
UNIT 4- Standard costing, computation of Materiar & Labor variances, Budgetary contror, preparation
ofCash Budget & Flexible Budget.
uNlT 5-Management control & its characteristics, coals and its Strategies, structure and control.Responsibility centres & contror centres; 

.concept of Responsibirity centres, Revenue center, progt
Center and Investment Center, Transfer pricing a'nesponsid;lity Reporting.

Relerences:

l' Bhattacharya S.K. And Dearden. John, Accounting for Management,, prentice Ha[ of India, NewDelhi.
2.chadwick."The Essence ofFinanciar Accounting" prentice HaI of India pvt. New Derhi.
3. chandwick "The Essence ofMa,agement Acco;nring" prentice Ha of India pvt. Ltd. New Delhi.4. Horngren. Sundem and Selto i9'1,ld.,). .'lntroductio"n to Vunug"r.rt Accounting,, prentice Hall ofIndia Pvt. Ltd.

J:Y:l:h Hilton and cordon (5'h ed.; "Budgeting; profit pranning and contror,, prentice Ha1 of India pvt.
Ltd. New Delhi.
6. "lntroduction to Book Keeping,, Grewal.

y* )\---
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501MCA : Artificial Intellieence & Exoert Svstems

couRSE ouTCoME: upon successful completion of this course, students will be able to understand
basic concepts of artificial intelligence, early developments in this ield, basic t no*teJge ,"p."r"ntution,
problem. solving, and learning methods of artificial intelligence , understand ttre apptic"auitii, strengl,s,
and weaknesses ofthe basic knowredge representation, pro-brem sorving, and reami'ng."inoj, i,,1 ,oruing
particular p_rollems, game praying.as problem sorving, representation-of u gur" uJ u .tut" ,pu.", ,tute
space search, heuristic search, blind and informed search, understand naturalianguage pro""rring, 

"rp"nsystem, modern developments in the field ofai , soft computing, fuszzy,ystems, iobJtics etc.

uNrr 1- An overview of AI: Definitions, Foundations of AI: phirosophy, Mathematics, psychorogy,
Computer Engineering, Iinguistics, History of AI, Applications of AI.

ylllT 1 -tI Production Sysrems, Search and Conlrot Strategies:
AI Production systems and control s.trategiesl Exploring alterna-tives: Finding a path: Depth first search,hill climbing, breadth first search, beam search, besr 

-first 
search; Finding-the best paih: it 

" eritirt
Museum search, Branch and Bound Search. A+ Search, Ao* Search; Gaire praying: vin,,u*."ur"t,
Alpha-beta pruning, Progressive deepning, Heuristic pruning..

UNIT 3-Knowledge Representations:
First order predicate calculus, Clause form representation of WFFs, resolution principle & unification,
inference mechanism, semantic networks, frame systems and varue inheritance, scripts, con"eptral
dependency.

UNIT 4-Natural Language processing:
overview 

_of linguistics, gramy:s and ranguages, parsing techniques: chart parsers, transition ners,
augmented transition nets, WASp parser.

UNIT S-Expert systems:
Introduction and applications of.exert systems, Rule-based Systern Architecture. Non-production systemarchit€cture, Expert system shelrs, dearing with uncertainty: Baysian reasonin g uni tuir)y ,.u.oring.
IDtroduction to Some of the AI Techniquel rike neurar networks, genetic argori ms, ma"hine rea.ring,pattern recognition, Robotics etc.

Books:

l. Introduction to AI and Expert Systems: D.W. patterson pHL
2. Artificial Intelligence: p.H. Winston, Addison Wesley.
3. Principles of AI: N.J. Nilsson, Springer_Verlag
4. Aftificial Intelrigence: A Modern Approach: Stuart Russer and peter Norvig, pearson Education

. n -\'L
r xt/z I \--'--xtr

Page 26 of33



Jiwaji University Gwalior -- MCA -- session 2019-2022

502MCA : Computer Graohics & Multimedia

COURSE OUTCOME: upon successful completion of this course, students will be able to understand
contemporary graphics hardware. Display mechanism, input output mechanism, able to do scan-
conversion and display objects on screen, fill regions, draw curves, able to transform objects in 2d and
3d, clip object in 2d using different rrechanisms, detect visible surfaces using algorithms, get working
knowledge of multimedia.

UNIT 1- Introduction:Computer graphics, definition, classification & applications, development of
lrardware & Software for computer graphics, Refresh Cathode ray tubes, Random and raster scan devices,
DVST, plasrna panel display, LED and LCD monitors, laser devices, printers, plotters, display processors,
raster and random scan system.

Output primitives: DDA along with, Bresenhan's line drawing algorithm, antialiasion, circle generation:
Midpoint algorithms, ellipse, other curves, character generation, area filling scan line algorithrn, boundary
fill flood fill algorithm, attributes of output primitives line attributes, area fill attributes, character
aftributes.

UNIT 2-Two-dimensional Transformations and Clipping: Translation scaling rotation reflection
sheer, matrix representation and homogeneous coordinates cornposite transformation commands. Viewing
coordinates window, view port, window to view transfonnation line clipping Cohan Sutherland algorithm
polygon clipping: Sutherland-hodgeman algorithm.

UNIT 3-Three-dimensional concepts: Three dimensional viewing, three dimensional object
presentation : polygons, cured line & surfaces quadrate (sphere, ellipsoid), surfaces, design of curves &
surfaces, bezier's methods, Bspling methods; three dimensional transformation: Translation, scaling
composite transformation, rotation, about arbitrary axis, projection: parallel, perspective.

!N!![-Visible surface detection: Classification of visible-surface, detection algorithms, back face
detection, depth buffer rrethods, A- buffer method, scan line method, depth sorting rnethod. Illumination
and shading: Light sources, diffuse reflection, specular reflection, reflected light, texture, shadows, light
intensity intensity levels. Surface shading, constant intensity. gouraud shading, phong shading.

UNIT S-Introduction To Multimedia: Review of Multimedia, Multimedia Applications, Multimedia
systems architecture, Multimedia Hradware, Multimedia Software, Representation and operations on
various multimedia data types: text, images, graphics, video and audio, Introduction to niultimedia
authoring.

Books:

1.

2.
J.
4.
5.

6.

D.Heam and M.P. Baker Computer Graphics (2nd ed), PHI.
S. Harington - Computer Graphics - a Programming approach (2'd ed) McGrawhill.
Multimedia Systems Design: Prabhat K. Andleigh and Kiran Thakrar, PHI.
Roger S. David Procedural Elements for Computer, McGraw Hill.
Roger S. David Mathematical Elements for Cornputer Graphic, Mc Graw Hill.
Foley & Vandan : Computer Graphics : Principles & Practice in "C" Addision Wesly.
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sO3MCA SIMULATION AND MODELLING

COURSE OUTCOME: After completion of this course student will be able to understand different
methods for random number generation, having a clear understanding of the need for the development
process to initiate the real problem, understanding of principle and techniques of simulation methods
informed by research direction, cognitive skills (thinking and analysis). Students will be able to describe
tlre components of continuous and discrete systems and simulate them, to model any system from
different fields.

UNIT l-Definition of simulation: Type of sirnu lation,(continuous & discrete) Definition of rnodels,
Types of models, Comparing model data with real system data. Why to use simulation? Simulation is
used for solving real life problem.

UNIT 2-Limitation of sirnulation technique, Phases of simulation model, Data generation, Book keeping,
Events Type simu lation(numerical problems), Generation of random numbers, Monte carlo
simulation(rlumerical problem).

UNIT 3- Continuous systeln simulation: Continuous system models, Differential equation, Hybrid
computer, continuous system simulation languages(cSSLS), simulation of an autopilot, real time
simulation.
Probability concept in sirnulation: numerical evaluation ofcontinuous probability Function, continuous
uniformly distributed random numbers, non uniform continuous distributed random numbers. the
Rejection method, discrete simulation language, simulation oftelephone system,.

UNIT 4-Simulation: Application to Inventory control, eueuing problem, Capital budgeting. Financial
Planning ,Advantages and disadvantages of simulation, scope of simulation teclrniques.

UNIT-5-Introduction to SIMSCRIPT: SIMSCRIPT programs, SIMSCRIPT system concept, organization
of SIMSCRIPT programs, Names and labels, SIMSCRIpT statement, defining the teiephone system
model, referencing variables, the MAIN routine, the Arrival events, the Timing routine ,the ilosing event,
Disconnect event.

References:
l. System Simulation, C. Gorden, PHI
2. lntroduction to simulation, T.A. Payer, Mcgraw Hill
3. Computer Aided Modelling and Sirnulation, W.A Spriet, Acadernic press
4. Operation research by Heera and Gupta
5. Operation research by S.D. Sharma, Keolar nath publications.
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504 MCA -Data warehousing and data minins

COURSE OUTCOME: After completion of this course student will be able to Understand the
functionality of the various data mining and data warehousing component knowledge, understand
appreciate the strengths and limitations of various data mining and data warehousing models apply, create
explain the analyzing techniques of various data analyze describe different methodologies used in data
mining and data ware housing. Analyze compare different approaches of data ware housing and data
mining with various technologies.

UNIT l- Introduction to Dala Mining:Data Mining, features, business context, technical context,
approaches to data mining. Types of Data Mining : Direct & Undirected, Virturous Cycle.

UNIT 2- Data Mining Process & Techniaue : Data Mining Techniques: automatic, cluster detaction,
Decision trees, Neural Networks, Data Mining Methadologies: Conventional System Development
:waterfal I process,Rapid Prototyping.

UNIT 3-Introduction to Datcrwarehouse : Data warehousing concepts, Goals & objectives, Issues

involved in Data Warehousing, The three C's of Data Warehousing : Comm itment,Completeness &
Connectivity, OLAP,Types of Data Warehous.

Contructing a Data Warehouse System:

UNIT 4- Stages of the proiect : Planning stage : Justifying the datawarehouse, obtaining user buy-in,
overcoming Resistance to the Data Warehouse, Developing a project plan; Data Warehouse Design
approaches. Architectural stage: Process architecture, Introduction, Load manager, Query manager,
Detailed Information, Summary Information, Metadata, Data Marting.

UNIT 5- Testing the Dala l|'arehouse: lntroduction .developing the test plan. testing backup recovery.
testing the operational environment, testing the database, testing the application, Logistics of the text,
Security : Requirements, performance, impact of security, security impact on design.

References:

l. "Data Warehousing" by Amitesh Sinha.
2. "Data Warehousin in the real world " by Sam Anahory & Dennis Murray.
3. " Decision Support System & Data Warehouse Systems " by Efrern G. Mallach.
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505 MCA-ES :Cloud Comoutine

coURSE ouTCoME: After completion of this course student will be able to the course on cloud
architecture & security introduces the basic concepts of security systems and cryptographic protocols,
which are widely used in the design ofcloud security. The issuls ielated mutti tenariy operation,
virtualized infrastructure security and methods to improve virtualization security are also dealt with in this
course

Unit 1:,Historical development ,Vision of Cloud Computing, Characteristics of cloud computing as per
NIST, cloud computing reference moder ,croud computing environments, croud ,".ui"., i"quir",n.ntr,
Cloud and dynamic infrastructure, Cloud Adoption and rud-iments Overview of cloud applicaiions: ECG
Analysis in the cloud, Protein structure prediction, Gene Expression Data Anaiysis ,Sut"llir" I,,ug"
Processing ,CRM and ERP, Social networking

Unit 2: Cloud Computing Architecture: Cloud Reference Model, Types of Clouds, Cloud Interoperability& Standards, Scalability and Fault Tolerance, Cloud Solutions: Cloud Ecosystern, Cloud Business
Process Management, cloud Service Management. croud offerings: croud Anaryics, r"riing uno",
Control, Virtual Desktop Infrastructure

unit 3: Cloud Management & virtuarization Technorogy: Resiriency, provisioning, Asset management,
Concepts of Map reduce , Cloud Governance, High availability and Disaster Reivery. Virtualization:
Fundamental concepts of compute ,storage, networking, desktop and appricati6n uirtrariration
'Virtualization benefits, server virtualization, Block and lrle level 

'storage 
virtualizution 

'Hyp.*iro.

management software. Infrastructure Requirements , virtual LAN(VLAN);d viftual sAN(v(AN) and
their benefits ..

Unit4: cloud Security: cloud hrformation security fundamentars, croud security services, Design
principles, Secure cloud Software Requirements, policy Implementation, cloud iomputin j'security
challenges, virtualization security Management, cloud cLmputing Securiry Architecture .

Unit 5: Market Based Management of Clouds , Federated Clouds/hiter Cloud: Character izalion &Definition .Cloud Federation Stack, Third party croud Services. case study : coogre npp ungine,
Microsoft Azure , Hadoop , Amazon , Aneka.

References:
1. Buyya, Selvi , Mastering Cloud Computing ,TMH pub
2. umar Saurabh, Cloud Computing, ,'Wiley pub,,
3. Krutz , Vnes, Cloud Security , Wiley pub
4. Velte, Cloud Comput ing A practical Approach ,TMH pub
5. Sosinsky, Cloud Computing , Wiley pub
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5G5 MCA-86 : .Nel Technolosv

COURSE OUTCOMtr: On completion of this course, student should be able to. Create database driven
applications and web services. ' Implernent client/server model for any application. . Develop Console
application, windows application, ASp.NET Web application and Services.

unit I Introduction to .NET Technology, Introduction to vB.NET, Software development and visuar
Basic .NET, Visual Basic .NET and .NET frame.

Unit 2 Visual Basic fundamentals: The Visual Basic .NET Developrrent Environment, The element of'
vB.NET, vB.NET operators, Software design, conditionar structure and contror flow, Methods.

UniLJ Classes and Objects: Types, Structure and Enumeration, Classes, Interfaces, Exception handling
and Classes, Collections, Arrays and other Data Structure.

Ut-rit 4 Advance design concepts, Pattems, Roles and Relationships, Advanced Interface patterns:
Adapters and Delegates and Events Data processing and I/O.

Unit 5:
Writing Software with Visual Basic.NET, Interfacing with the End User, Introduction to ASp.NET and
C#.NET and tlreir features.

References:

1_. Jefflrey R. shapiro "The Corrplete Reference visual Basic .NET', Tata Mcgraw Hill (2002
Edition).
2 Rox "Beginner and Professional Edition VB.NET,,Tata Mcgraw Hill.
3. steven Holzner "Visuar Basic .NET Brack Book" wirey Dreamtecrr pubrication.

4. Alex Homer, Dave Sussman .,professional 
ASP.NET l. i,, Wiley Dreamtech

5. Bill Evzen,Bill Hollis "Professional VB.NET 2003,,Wiley Dreamtech
6. Tony Gaddis "Starting Out VB.NET pROG.2nd Edition,,Wiley Dreamtech

. / \\--.--pv
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505MCA E7: Internet of things

COURSE OUTCOME: Students will able to, Apply the concepts of IOT,. Identiflz the different
technology, Apply IoT to different applications, Anaiysis and evaluaie protocols used in IoT, Design and
develop-MCAp smart city in Ior, Anarysis and evaruite the data receivld tr.ougt, ,"n.or. i,., ior.

Ia!! I: Introduction & concepts: Introduction to lnterner of rhings, physical Design of lor, Logical
Design of IOT, IOT Enabling Technologies, IOT Levels.

unit II Domain Specific lors: Home Automation, cities, Environment, Energy, Retail, Logistics,
Agriculture, Industry, Health & Life Style.

uniLIII M2M & System Management with NETCoNF-yANG: M2M, Difference between Ior andM2M, SDN and NFV for IoT, Software defined Networking, Network Function virtualization, Need forIor Systems Management, Simple Network Managemenl protocol, Limitations of SNMp, Network
operator Requiremenrs, NETCONF, yANG, Ior SyJems management with NETCoNF-yANG.

unit IV Developing lnternet of Things & Logicar Design using p)thon: Introduction, Ior DesignMethodology, lnstalling Python, python Data lypes & bata Structures, contror Flow, Functions,
Modules, Packages, File Handling, Date/ Time Opeiitions, Classes, python packages

Unit v: Ior Pliysical Devices & Endpoints: what is an lor Device, Exemplary Device, Board. Linux onRaspberry Pi, Interfaces, and programming & IOT Devices.

TEXT BooKS: vijay Madisetti, Arshdeep Bahga," Internet of rhings A Hands-on- Approach,,,20l4,
ISBN:978 099602551s

REFERENCE BooKS: r- Adrian 
{cEwen, "Designing trre Inter,et of rhings,,, wirey pubrishers,

2013, ISBN: 978-t-118-43062-0 2. Daniel Keltmereit, the-

d\,I------>/
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60lMCA: Syst€m Development project Report

COURSE OUTCOME: Students will have hands of experience of real life system development Iife
cycle, the students will learn to apply 

-the 
technologies learnt during the cour"se i, *"r riiJ'p.;*tr,

students will learn to work in real life project deielopment envir6nments involving a"aJti'nes anateamwork, students will learn to pick up and appry upcoming technorogies in project i.r"toprn"nt rot
covered during the course

System Development Project (Here_student is required to undertake a six months system development
project in the Industry/lnstitute or in a software/tomputer organization and submii a detailed project
report as per prescribed format latest on the date announced byihe department and then eratuai"a'bythe
examiner-

602MCA: System Development project work Demonstration

COURSE OUTCOME: Students will get the skill of presentatior of their work ancl be able to focus onparts which need critical power ofcomputation.

Students of final semester join a Software/computer organ izationlinclustry/institute ro work on real life
value pro.iect, and will make a sincere effort to divelop a-n information sysiem/ some ott 

". 
ryp" or ry.t".

using latest Software tools. This work_will be demonsirated by students in the accepted norriJon aut" unatime announced by the department and evaluated by the examiner.

rttOVW/r
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